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Abstract. As deception negatively impacts various areas, deception detection is an important field
of study. This paper introduces a framework to detect online review deception. It studied aspects of
deceptive reviews, considering the complex nature of deception in textual data and the low chance of
direct detection. Furthermore, the paper presents a new corpus for deceptive reviews labeled using
deception hints. This dataset was compiled in English and extracted from Google Maps reviews. We
focused on the reviews of “restaurants” in New York. The novelty of this dataset is that the truthful
and deceptive reviews were not deliberately collected; that is, participants were not requested to
write lies, but the texts were collected after the individuals had written them. We used predefined
criteria using deception indicators to differentiate deceptive and truthful reviews for this dataset.
Each suggested indicator is not a definitive indicator on its own, but we assessed review authenticity
using a set of indicators together. This paper aims to discuss lie detection strategies and theories,
design a theory-based framework to detect deception in online reviews and implement the framework
on a real-world dataset to provide a foundation for future empirical research and practical applications.
The experimental results obtained from our labeled benchmark dataset showcase the effectiveness of
this approach.
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1. Introduction
Deceptive reviews refer to the services and product review content that has been forged
intentionally to manipulate reader information. These manipulated reviews can be generated
through humans or bots. Deception detection in reviews refers to the method of determining if a
specific review contains deception or not (Carson [15]). Deception detection in textual data is a
challenging task because it misses many non-verbal cues such as facial and voice cues (Vrij et
al. [62]). Services and product online reviews are one of the most critical and common textual-
based communication in e-commerce and one of the easiest deception methods. In general,
frauds are thought to cause physiological and behavioral changes in the deceiver, producing
clear signs of deception (Carter et al. [16]). Identifying deceptive reviews is a complex task for a
variety of reasons, such as the huge number of reviews posted on popular platforms, the diverse
types of reviews, the complex methods used by those who create fake reviews, and the challenge
of distinguishing true reviews that may seem true. Deception theories are psychological theories
that try to understand how people behave when deceptive. Those theories proposed that there
are verbal and non-verbal signs that can be used to detect deception (Carson [15]). Typically, the
various cue sources are referred to as modalities or indicators. For example, indicators detected
in the language of a deceiver are considered to originate from the speech channel or to be part
of the speech modality. Self-adaptor movements, such as touching one’s own body, face, or hair,
are examples of non-verbal signs. Both verbal and nonverbal indicators can be used to identify
deception using AI techniques, depending on how the deceiver talks and behaves (Carter et
al. [16]).

Many challenges face researchers in this field such as the continuous changes in deception
tactics, the unclarity of features of the deceptive text, and the low quality of the available corpus
(Desale et al. [19]). The problem of identifying deceptive online reviews has attracted significant
interest from researchers, given the commonness of review platforms as a popular medium for
these reviews. By nature of the deceptive online reviews, the focus is on verbal lie detection
using linguistics data, which is the most precious part besides the behavioral data (Vrij et
al. [62]).

Current proposed methods for identifying deceptive reviews lack comprehensive frameworks
and datasets that capture the diverse and evolving psychological characteristics of deception
tactics. While psychological traits can affect the performance of detection cues, prior research
on deception detection did not exploit them. In this study, we suggested a set of deception
indicators based on deception theories with the support of early studies on deceptive reviews.
Then we introduced a deception detection framework that assesses deception probability in
reviews based on review-centric features, reviewer-centric features, and metadata. Based on
the framework we concluded a set of annotation guidelines used to annotate a new dataset. In
this work, we introduced a new labeled reviews dataset collected from Google Maps reviews.
The dataset is labeled into two classes, 0= truthful and 1= deceptive. Predefined criteria are
constructed and used to label the dataset. We developed a restaurant reviews dataset called
“RRD” that contains 21476 restaurant reviews.
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The rest of the paper is structured as follows: Section 2 introduces the research problem and
objectives, Section 3 discusses the research methodology, Section 4 discusses some of the related
previous works, Sections 5 discuss some of the deception theories and deception indicators in
reviews, Section 6 introduces the details of the proposed framework, Section 7 provides the
process of dataset creation as framework implementation, and followed by an explanation of the
dataset statistics, validation, and benchmarking. Lastly, we discussed limitations and concluded
the paper in sections 9 and 10.

2. Research Problem and Objectives

Existing deception detection methods mainly depend on analyzing context-based information.
In early studies, truthful review datasets were collected from review websites directly without
further analysis and classifications (a well-known problem in this field). In this way, we cannot
precisely distinguish truthful reviews from deceptive ones that were prompted by vendors or
competitors and posted on these websites (Li et al. [36]). We noted that most of the previously
annotated datasets were generated by telling participants to intentionally deceive and represent
intentional (rather than unintentional) deception. Thus, models trained using crowd sourced
generated deceptive reviews are not effective in detecting real-life deceptive reviews on real
commercial websites as the detection accuracies are a near chance (Mukherjee et al. [44]).
So that data misses the real behavior of the deceiver that we try to analyze based on deception
theories. This research seeks to fill this gap by analyzing deception theories to generate an
effective framework that accurately classifies deceptive and truthful reviews. This work aims to:

• Identify features of the deceptive reviews based on Psychology theories (deception theories)
and early studies.

• Provides a new framework to improve deceptive review identification as a basis for further
empirical research.

• Introduce a new labeled dataset using the proposed framework.

3. Methodology

In this research, we will use a mixed research approach combining a qualitative analysis of
literature and available data (Creswell [18]). We will analyze and select deception indicators
from deception theories and formulate the framework for detecting deceptive reviews. This
will guide us in achieving our first and second research objectives. Then, we go through the
experimental approach by implementing the suggested framework to annotate a new dataset.
A dataset will be collected from the Google Maps restaurant reviews and labeled based on the
framework. Finally, we will implement a traditional machine learning model on the dataset and
evaluate it using common metrics. We will select the most suitable features of the deceptive
reviews based on deception theories with the support of early research. We will analyze the
popular and suitable deception theories that provide deception features in written text. These
features will be used in experimental design as follows:

• Develop a comprehensive rule-based framework.
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• Implement the framework to extract guidelines to label the dataset.

• Create a new dataset and evaluate it using traditional ML models.

4. Literature Review
Research on deceptive reviews detection is a recently developed field of study. Despite that,
researchers have designed many methods, the most recent being Machine Learning (ML) and
Deep Learning (DL) techniques (Bathla et al. [11], Mohawesh et al. [41], and Prome et al. [49]).
Those intelligent techniques have become the most popular techniques for identifying fraudulent
data in recent years. Most of the literature found that supervised methods are the most popular
method for detecting deceptive reviews due to the high accuracy provided (Alsubari et al. [6],
and Prome et al. [49]). Three types of features are mainly used for deceptive review detection:
text-centric, writer-centric, and other metadata-centric features. First, text-centric focuses on
the textual content of the review according to methods such as Bag-of-Words, word frequency,
n-grams, skip-grams, and word count. Second, writer-centric features, describe user information,
their connections, behavior, and timestamps. Finally, the metadata features depend directly
on other relevant information such as location data, product or services, type of platform, and
appropriate media (Alaskar et al. [4], and Li et al. [33]). Le and Kim [29] suggested using verbal
and non-verbal indicators as features of the reviews dataset to identify deceptive reviews. Verbal
cues include the characteristics of the text body of the review, while non-verbal cues include
other relevant data such as the posted rating of this review, the number of reviewer friends,
and the business rate. The work compared review patterns using classification techniques
and applied sentiment analysis to analyze the content of reviews. The result of this work
shows the importance of considering both verbal and non-verbal cues. Abdulqader et al. [1]
suggested using a set of deception theories to detect deception verbal and non-verbal features.
This work combines ten theories to generate features and implement classical machine learning
models using the Yelp review dataset. This work suggested for future improving the detection
process using DL techniques and datasets to test the result of the study. Mohawesh et al. [41]
introduced an explainable Multiview deep learning model using the product reviews dataset. The
proposed model extracts the features of the review text, reviewer data, and product description.
It identifies the deceptive reviews and explains why some reviews are classified as deceptive.
Preliminary research about fabricated reviews showed how to construct a classification model
for detecting whether the text is misleading (Le and Kim [29]).

In the last four years, a significant body of work has proposed methods for deceptive review
detection. The work covered a range of methods, including pattern recognition and natural
language processing (Li et al. [33]). These methods generally depend on labeled datasets.
The dataset is the backbone and the key point for training and evaluating the models applied in
deception detection. A labeled dataset is essential, and in the case of deceptive reviews, this
might be challenging, if not impossible, to get. It is evident from the literature we reviewed
that the majority of the datasets that have been utilized in previous studies were produced
intentionally, most likely as a result of the scarcity of deceptive review samples and the challenge
of accurately labeling them (Abedin et al. [2]). The content duplication identification technique
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was one of the earliest methods used to identify deceptive reviews. The study of Jindal and
Liu [27] was one of the earliest studies in this field. They prepared the dataset from Amazon
reviews, and they labeled any repeated reviews as fake. Also, Lin et al. [37] used the Jaccard
distance method to calculate similarity among review text, and they considered duplicated and
near-duplicated reviews deceptive. This method focuses only on similarity and duplication to
detect deception. This method overlooked other important deception aspects. So, this annotation
approach needs to be improved (Mohawesh et al. [42]).

Another type of research suggested hiring crowdsourcing to create artificially deceptive
reviews and collect data from opinion websites to represent true reviews such as the dataset
prepared by Li et al. [33]. They collect their true dataset from TripAdvisor and fake reviews
prepared by crowdsourcing. Yoo and Gretzel [66] also collected 40 reviews from TripAdvisor
as true reviews and asked marketing students to write deceptive reviews. This method of
annotation called “pseudo fake” is not accurate enough to catch and describe real-life review
deception cases. Moreover, it requires a lot of manpower and Turkers’ behavior is not similar to
real fakers, there were some inaccurate labels in this kind of dataset, as it was distinct from a
real-life dataset as reported by Mukherjee et al. [43].

A set of works tried to address this gap using a rule-based dataset to label deceptive
reviews.The method based on rules mostly does not depend on manual annotations, which
makes the annotations cost relatively low. Annotation using this method is simple but contains
some noise. Li et al. [32] used some rules to identify deceptive reviews and used human judgment
to label the reviews. They invited three undergraduate students to annotate the dataset, and
they considered the review deceptive when two out of three annotators supposed that the review
was deceptive. Gryka and Janick [21] created a new dataset using Google Maps reviews in
Polish and they trained it using the ML model. They detected fake accounts and fake reviews
using a set of rules and then trained ML models on the dataset. The model achieved an F1
score of 0.92 when identifying deceptive accounts and about 0.74 for deceptive reviews. The
work introduced by Asghar et al. [8] They used a spam score to measure deception features in
Amazon product reviews. They used a hyperfeatures model to classify the reviews and prioritize
the features using a revised feature weighting scheme. Also, Alsubari et al. [5] have used the
same idea when they defined the Authenticity Score to measure all text features of the Yelp
reviews dataset. They considered reviews with a score greater than or equal to 49 % trusted,
and the deceptive ones had an authenticity score less than 48.5%. Shahariar et al. [51] have
created a review dataset of the Belgian language using rule-based techniques. The dataset
consisted of 7710 truthful and 1339 fake reviews. Then, they performed a set of experiments on
the dataset. They got about 98% for the F1 score.

Table 1 compares studies done in the last ten years and the datasets built using the rule-
based method. There is currently no dataset available for deception detection that has been
developed using a rule-based psychological framework. All the studies constructed rules based
on the researchers’ point of view for deception indicators such as mentions of brand names or
poor grammar. Hence, our motivation is to propose a framework based on deception theories
and construct a dataset for detecting deceptive reviews using the proposed framework.
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5. Deception Theories and Techniques

Deception theories are scientific theories that provide insights into the psychological and
linguistic features and aspects of deceptive behavior. These theories try to identify deception
features that can be used for automated detection. It can be defined as a set of rules that
attempt to discuss how people deceive and how deception can be detected. These theories are
an interdisciplinary topic that studies deception, its forms, detection, and psychological, social,
and philosophical consequences (Nortje and Tredoux [47]). Implementing deception theories
becomes essential in developing effective detection methods. It has been researched in a variety
of situations, including law enforcement, psychology, communication, game theory, and artificial
intelligence, to name a few (Vrij et al. [61]). For a long decade, the studies of deception detection
theories shed light on the effects of communication channels or mediums. This type of research
discusses which cues can be detected in each communication medium considering the text, audio,
audiovisual presentation, and other forms of communication media such as email, chats, social
networks, online reviews, etc. While reviews are considered written communication, reviews
share many characteristics with spoken language, such as an informal tone and naturally
generated phrase fragments. Also, unlike spoken language, reviews have the chance to be edited
and a chance to think before writing with the absence of non-verbal deception indicators. Here,
we will discuss the theories and techniques of deception that can be implemented for reviews.

5.1 Interpersonal Deception Theory
Interpersonal Deception Theory (IDT) was developed by David Buller and Judee Burgoon to
study the interactions between the deceiver and the receiver of the messages. It examines
the various verbal and nonverbal cues used in deception and how they affect the perception
and detection of lies. IDT can be applied to analyze linguistic and textual cues that indicate
deception in written communication. It studies changes in word choice, sentence structure,
and the use of qualifiers or hedges to identify patterns of deception. IDT claims that deceivers
are often detected by linguistic cues, such as using more hedging language, avoiding specific
details, and making extreme claims (Burgoon and Buller [14]). This theory shows how the
deceiver seeks to manipulate details in the language used and behavior. Furthermore, source
authentication is one of the critical features considered in this theory (Thomas and Biros [58]).
From the language side, this theory suggests that deceivers have fewer words, immediacy, and
expressivity but have strong emotions, nervousness, uncertainty, pauses, and response latencies.
The deceptive messages are usually brief, contain fewer ideas, and may utilize leveling terms
or generalizations such as: ‘always’ or ‘everyone’. Also, they unintentionally use passive and
past tense to reduce immediacy and group/others references more than self-references, which
reflect no specificity and immediacy (Reddy and Motagi [50], and Wise and Rodriguez [64]).
Furthermore, it investigates how deceptive reviewers manipulate information selectively by
omitting details, providing biased information, or distorting facts to mislead readers.

5.2 Truth-Default Theory (TDT)
Truth-Default Theory (TDT) claims that most of the time, humans think that others
communicate truthfully. The assumption of honest communication enables efficient contact
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and cooperation. But people are naturally suspicious of others when they perceive others to
be acting fraudulently, do not act honorably, or when the information in the communication
seems contradictory, out of context, or complicated. TDT suggests that people are more likely to
believe information that aligns with their existing beliefs or expectations. Deceptive reviews
may exhibit language patterns that deviate from typical user reviews, such as excessive use
of superlatives, lack of specific details or personal experiences, or an unnatural tone. These
linguistic cues can indicate potential deception. Truth-default theory suggests assessing the
emotional tone of the review and considering whether it aligns with what would be expected in
a truthful review. It also emphasizes the importance of considering the behavior and credibility
of the reviewer based on profile content. Look for patterns in the reviewer’s behavior, such as a
sudden influx of positive or negative reviews, many reviews falling within a narrow time frame,
or a pattern of extreme ratings.

5.3 Information Manipulation Theory (IMT)
Information Manipulation Theory is one of the most significant new ideas of deception detection
perspective theories, which moves the emphasis from non-verbal clues to the whole fraudulent
message content and design (Ansari and Gupta [7]). This theory suggests misleading signals
occur by subverting the rules that implicitly regulate conversations. These rules are Grice’s
maxims of conversation: quantity, quality, style, and information relevancy (Howard et al. [24]).
The expected amount of pertinent information in a communication to make it informative is
called its “quantity”. The expected validity of information is referred to as quality. The desired
avoidance of ambiguity is referred to as manner. Expected relevant information derived from a
previous argument is referred to as relevance. IMT states that altering the data in a manner
that violates one or more of Grice’s four maxims indicates deceptive reviews. Low information
in a message indicates that it will be less informative and likely to have a broad tone. This is
referred to as a quantity violation (omission). Falsification, also known as quality violations,
is the fabrication of the whole message to misrepresent the information. Equivocation, also
known as manner violations, is the effort to conceal the truth using conventionally ambiguous
language and indirect statements in place of clarity and direct speech. Relevance evasion, also
known as relevance violations, deflects attention by offering irrelevant or omitting contextually
significant information.

5.4 Self-Presentational Theory (SPT)
According to the self-presentational hypothesis, lying happens often in social contexts. They
rejected the idea that lying is a difficult process that involves remorse. Rather, they contended
that little behavioral leakage is left since most fraudulent presentations are carefully prepared
and performed. According to this concept, behavioral control, cognitive load, and emotions
all have an impact on how both truth-tellers and deceivers behave (Baumeister and Hutton
[12]). According to the theory, people who lie seem more compliant, friendly, and nice than
people who speak the truth. Compared to truth-tellers, deceivers are less open, which results
in shorter statements with less details, depth, and information. Also, they are more nervous
than truthtellers, and deceivers exhibit higher levels of stress and emotions (Marcus [40]).
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This approach employed clues to gauge immediacy, such as negations in place of claims
and passive voice in misleading communications. They discovered that con artists frequently
employed the same words and phrases as they had a low level of fluency. In terms of believability,
they discovered that misleading communications were more likely to reflect ambiguity or be
internally contradictory.

5.5 Reality Monitoring Theory (RMT)
Reality Monitoring is a theory proposed by Charles Johnson and Raye in the early 1980s to
explain how people distinguish between real and imagined experiences. It considers the verbal
veracity assessment tool based on verbal criteria. It suggests that individuals distinguish
between memories of real events and those of imagined or fabricated events by analyzing the
sensory and contextual details associated with each type of memory (Vrij and Ganis [60]).
Studies based on RM (Li et al. [35], and Sporer et al. [56]) discuss the differences between
memories of imagined events and memories of genuine experiences. Perceptional processes let us
retain memories of actual interactions. Because of this, memories of actual experiences include
sensory details about taste, smell, vision, and sound, as well as contextual details, including
physical characteristics like the event’s location of the event and temporal data like the timing
and length of the occurrences. When people tell true stories they provide various information,
as proven by several empirical research. Also, real tales can be internally constructed with well-
balanced sensory and contextual information, usually based on actual experiences and events.
Conversely, false narratives could be devoid of these rich details, depend more on information
that has been created or obtained from other sources, and frequently reuse terms and phrases
as they do not reflect actual occurrences (Li et al. [33]).

5.6 Cognitive Load Theory (CLT)
Cognitive load is defined as the necessary labor needed to do a task, which can significantly
affect the person’s overall task success. It considers the mental effort required to process
information and describes how it is difficult for liars to describe imaging events and details
(Cranford et al. [17]). So, CL claims that real reviews often reflect personal experiences and
provide detailed information. Deceptive reviews, on the other hand, may lack specific details
or use generic language, to have a lower cognitive effort (Wielgopolan and Imbir [63]). This
theory claims complex writings that reach in detail are likely to be considered more real. On
the other hand, simpler materials might be seen as being less profound or serious, which could
raise doubts about their veracity. It shows the greater cognitive effort that is often needed in
text complexity if the writer lies, which makes the deceiver choose simpler words and content.
Based on this technique, to detect deceptive reviews, we need to analyze the linguistic features
of reviews, such as language style, coherence, and complexity, which can impose a cognitive
load. Also, recognizing patterns associated with deceptive reviews, such as unnatural language,
excessive use of superlatives, or overly positive or negative sentiment, requires cognitive effort.
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5.7 Scientific Content Analysis (Scan)
SCAN is a technique developed by Sapir based on linguistic behavior used by individuals in
deceptive communication forms. This method was developed for use in criminal investigations.
It relies on analyzing transcripts or written remarks using criteria such as pronoun usage,
spontaneous vocabulary, sentiments, and related phrases (Kuzio [28]). This technique is used
to detect deception in various forms of communication, including fake news and reviews. It
involves the analysis of written statements using specific linguistic and psychological indicators
to determine the truthfulness or deception in the content. SCAN can identify patterns or
linguistic cues that may appear in fraudulent reviews.

Some common indicators of deceptive reviews using scientific content analysis are the
certain language patterns that distinguish deceptive reviews. For example, they may avoid
talking about themselves and contain excessive use of superlatives, or generic statements.
Analyzing the syntax, grammar, and vocabulary can provide insights into the authenticity of
the review. SCAN assumes that changes in the use of pronouns and their omission within a
statement is an alert that probable information manipulation may happen[46]. Moreover, it
discussed the emotional content and expression where real reviews tend to have a balanced
emotional structure, logical flow, and consistency. Deceptive reviews may lack consistency,
contain contradictory statements, or display extreme emotion (Smith [55]).

5.8 Verifiability Approach (VA)
This approach shows how deceivers and truthtellers differ in their methods of telling the truth.
Truthtellers embrace transparency and recount events truthfully, providing all relevant details
in their narratives. This makes their language rich in vocabulary, unlike liars, who provide
limited information where providing excessive detail would expose their deception to authorities
(Nahari [45]).

Based on this principle true reviews are more likely to contain verifiable details and
specific information about the reviewer’s experience. VA shows how true reviews often include
specific information about the service, or experience, product features, dates of interaction, or
personal anecdotes. In contrast, manipulated reviews, on the other hand, may lack specific
information and instead provide vague or generic statements. Real reviews tend to provide
objective information that can be verified or confirmed. They may mention specific locations,
prices, names of employees, or other factual details that can be cross-referenced. Fake reviews
often tend to be brief, lack such objective information, and instead rely on general opinions
or exaggerated claims. Furthermore, this approach, indicates the importance of checking the
reviewer’s account is verified or linked to a legitimate profile is important (Ioannidis et al. [25],
Manaskasemsak et al. [39], and Verschuere et al. [59]).

5.9 Indicators of Deceptive Reviews Based on Deception Theories
By matching deception theories and previous empirical studies on online reviews, we derived
a set of features indicative of manipulated content. Deception theories claim that deceivers
have fewer words, immediacy, and expressivity but reflect more feelings of fear, agitation,
confusion, pauses, and non-fluencies. For instance, theories show how deceivers use excessive
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positive or negative language to manipulate the content (IDT). They claim the lack of detailed
information in reviews is a deliberate tactic to obscure deception, corroborating vague and
non-specific statements. The prevalence of overly generic statements in deceptive reviews can
be explained by RM Theory, which posits that fabricated memories are less detailed than real
ones. The use of emotional extremes further differentiates fake reviews from truthful ones,
with the former displaying unnatural levels of emotion. The avoidance of self-references, a
tactic highlighted in IDT, is another marker of deception. Contradictory statements, explained
by SCAN Theory, are prevalent in fake reviews, reflecting the challenge of maintaining a
consistent deceptive narrative. Also, the SCAN strategy indicates that as pronouns could
mean accountability, the writer may attempt to relieve themselves of personal responsibility
by omitting personal pronouns, especially ‘I’. Cognitive Load Theory also accounts for the
unnatural sentence structures found in deceptive reviews, where the effort to deceive impacts
fluency. This affects the number of words used by the deceiver which may tend to be shorter
than in real reviews.

The deception theories show how the deceivers tend to use fewer words and general language,
avoid providing detailed information, or intentionally indistinct them to avoid implicating
themself. Also, Fake reviewers repeated some words either spontaneously or to appear sincere.
The assumption used is that true texts tend to have high levels of complexity. to sound convincing.
We discussed the deception indicators that we selected for our framework in detail in Section 6.
Table 1 summarizes the deception indicators we selected to identify review truthfulness, the
deception theories that discussed them, and some examples of previous studies that prove these
indicators in deceptive reviews.

Table 2. A summary description of deception indicators

Indicators Description Related
studies

Related
theories

I1 Punctuation
marks ratio
(PMR)
sentence
structure

While punctuation marks are eliminated in some works
as they do not make sense, many studies have explored
the correlation between punctuation marks and deceptive
writing. This feature is useful in text manipulation
studies. Deception theories show how deceptive behavior
is reflected in writing styles, such as heightened emotional
states, persuasive attempts, and low sentence structure
which can be represented in punctuation marks.

SCAN,
CLT

[26], [54]

I2 First-Person
Singular
Pronouns
Ratio
(FPSPR)

Deceptive reviews often use first-person singular pronouns
less frequently. Many studies show that pronoun use can
indicate information manipulation and that deceivers tend
to use plural or third-person pronouns. In this work, we
focus on first-person singular pronouns, and we recommend
including other pronoun analyses in the future.

SCAN [20], [55]

(Table Contd.)
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Indicators Description Related
studies

Related
theories

I3 Review
Length (RL)-
Quantity

The relationship between the review length and its truth is
significant and it has been used in deception detection
research many times. The longer reviews are often
associated with more information and greater detail that
may show a real experience. The deception theories and
earlier studies show how deceivers tend to use fewer words
and avoid providing detailed information. So, extremely
short reviews may indicate a manipulation attempt, as
they may not be helpful or not provide enough information,
and real reviews often provide context, details, and specific
examples, which usually result in longer text.

SPT,
IMT

[3], [6]

I4 Repeated
word Ratio
(RWR)-
Diversity

A real review reflects real experiences and events and is
internally generated with balanced sensory and contextual
details. In contrast, deceptive stories may have fewer
words, lack rich details, and tend to repeat phrases, words,
or actions to seem like reality. Many studies also detected
this feature in fake review detection analysis.

SPT,
RMT

[35],[60]

I5 Sentiments
(S)

Many theories show that deceptive reviews frequently
contain excessive positive and negative sentiments. This
high level of emotion in deceptive reviews is a tactic usually
used by deceivers to affect others, show more emotions,
nervousness, and arousal, and seem truthful. Furthermore,
this feature is one of the most studied features in this field,
and many studies proved this after analyzing the review
dataset.

IDT,
TDT,
SCAN,
SPT

[6], [22],
[33], [50]

I6 Generalization
(G)

One important deceptive indicator is the high use of
general language where the deceiver does not have
details to add. Truthful content is more likely to include
specific temporal, spatial, and perceptual content. General
statements with high emotion are usually used by
deceivers as they lack experiences to draw from. General
statements contain terms like many, lots, most, generally,
and commonly.

RMT,
VA,
IMT

[49], [65]

I7 Passive Voice
Ratio (PVR)

Passive voice is a grammatical construction where the
object of an action becomes the subject of the sentence.
In passive voice, the focus is on the action and the recipient
of the action rather than the doer. Passive voice is often
characterized using the form of the verb to be (is, was, were,
etc.) followed by a past participle of the main verb. passive
voice might be used to obscure the agent of an action, which
can be relevant in detecting deceptive content.

SCAN,
SPT

[22], [52]

(Table Contd.)
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Indicators Description Related
studies

Related
theories

I8 Total
reviewer
reviews
(TRR)

Since some reviews may be generated by bots, the user
who posted the review may be newly registered, having
created their deceptive account solely to leave a deceptive
review. Detecting the number of reviews per user can be
a useful feature to support other features.

SCAN,
SPT,
VA

[22], [38]

I9 Account
Type (AT)

The reviewer account type is also known as the platform
user account type. It identifies whether the account is
authenticated. Most platforms give the user "verified
reviewers” for high-quality reviewers or users who have
purchased items. Reviews of verified users are more
trusted.

TDT,
SPT,
VA

[25], [39],
[59]

I10 Likes (L) Likes on the review may indicate a true review where
there is another voice supporting the opinion.

IMT [31], [34]

I11 Attached
Media Count
(AMC)

The reviews that contain media may indicate a higher
probability of a true review.

IMT [23], [48]

6. Proposed Framework

Based on the concluded features, we developed a framework to detect deception containing a
set of deception indicators. We designed the framework based on the idea that each deception
indicator might not be alarming of deception by itself, but they may be helpful and supportive
signs with the rest of the factors used to infer the credibility of the reviews.

The framework follows a set of main stages starting with dataset collection and preparation,
data analysis, feature engineering, deception indicators computations, deception index
calculation, and ending with the review’s classification decisions. The decision of the review class
is based on the score of the deception index, calculated based on the analysis and calculation of
deception features. We divided the deception indicators into three main modules and followed
the process of thresholding and Deception Index (DI) calculations as follows:

• First Module: This module is related to the deception indicators features of the review
text. The main analysis tasks were designed to conclude the textual deception linguistic
indicators. In our framework, we will study seven indicators related to deception language
(Punctuation Ratios, Pronoun use (self-reference), Review Length (Quantity), Repeated
Words Ratio, Sentiments and Emotions, Generalization, and Passive Voice Use(non-
immediacy)).

• Second Module: This module represents the meta-data features attached to the reviews,
such as spatial data, IP address, and Useful votes. In this work, we will consider only two
features: Useful Votes (likes) and the Total Attached Media (video and images).

• Third Module: It includes features related to the reviewer, such as reviewer account
information, reviewer friendship, Membership type, reviewer behavior information, and
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total reviewer reviews. This work will focus only on membership type and total reviewer
reviews.

• Deception Index (DI): According to the literature, calculating the deception score of online
reviews is a challenging task since no single formula can accurately capture all deception
aspects and it involves analyzing the content of the reviews and detecting potential
deception or manipulation (Asghar et al. [8]). Furthermore, there is no universally accepted
formula to calculate the reliability of online reviews, and determining the reliability score
involves subjective judgment, analysis of different features of the review, and the reviewer
(Alsubari et al. [5]). In this work, we suggested using measurable values that combine
all features of deceptive reviews by an aggregated feature approach. After Extracting
individual features from each review based on the identified deception hints, we normalize
the features to ensure they are on a comparable scale. We transform the feature values to
[0 or 1] indicators and combine the indicators into a single score (DI). Finally, we define
a threshold value to classify reviews as deceptive or not based on the DI of potentially
fraudulent activities.

These three modules complement each other to effectively indicate the credibility of reviews.
Each feature will be calculated as feature engineering and normalized to represent them as
measurable values. We will assign scores to these indicators to calculate the credibility score of
the reviews to calculate the Deception Index (Asghar et al. [8]). The deception index will help us
determine the deception’s probability in review.
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Figure 1. Suggested framework

Figure 1 shows the details of the suggested framework. We selected a set of features that are
repeatedly used in previous studies and represent deception indicators in deception theories,
and we used them to identify the review’s authenticity. The framework supports defining the
criteria guidelines of the dataset annotation process.
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7. Framework Implementation

To implement the framework, we start with dataset creation as in Figure 2 which illustrates
the dataset creation pipeline. Firstly, we select a source to scrape the dataset. Then, we perform
dataset preprocessing to implement the framework modules. Finally, we annotate the dataset
as deceptive or truthful.
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7.1 Dataset Collection
In this work, we collect review datasets from Google Maps reviews, which enable users to rate
and review any business. we selected Google Maps Reviews because according to reports 1.It
is the most commonly used website for reading and publishing reviews. To scope our work,
we targeted English reviews of restaurants (breakfast, lunch, and dinner restaurants) in the
USA, New York. We targeted restaurants as they represent one of the biggest economically
active sectors in the world and they contain a high number and various review types [44]. We
scraped the data using the APIFY scraping tool2. We named the dataset RRD (Restaurants
Reviews Dataset) and made it publicly available for the research community. We have scraped
the reviews of the most popular restaurants there between 1 January 2019 and 1 July 2024. We
targeted these years as Google has a great increase in the number of reviews left compared to
other review platforms places reviewing through social media was very common during this
period [13]. For privacy, we removed Images and URL links for reviewers, review links, and
restaurant names. Initially, we got about 51920 records. During the process of data collection,
we implement the following specific criteria:

• We collect different restaurant types to cover various linguistics reviews.

• We remove the records that do not contain review text.

7.2 Dataset Cleaning and Preprocessing
In this step, we employed several filters on the dataset to enhance consistency and minimize
the workload. The following are the procedures used to process the texts:

• We removed the attributes that contain data unsuitable for our study such as postdate,
owner response, and URL links.

• We removed emojis and special characters from the review body (after counting
punctuation marks).

1S. Paget, Local consumer review survey 2023: Customer reviews and behavior, BrightLocal, accessed: January
22, 2024, available: URL: https://www.brightlocal.com/research/local-consumer-review-survey/.

2 Apify, Apify API, accessed: January 29, 2024, available: URL: https://apify.com/.
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• We count the number of linked media (images and videos) posted with the reviews.

• Duplicate review texts were removed.

• All the records with null values, non-English texts, and URL links are removed.

• We removed the records containing less than two words of review text, as they contained
no valuable data.

Applying these filters, we eliminated valueless records and attributes. Our dataset dropped
to 21476 records and an initial 5 attributes (review body, total reviewer reviews, review-likes,
total images, and account type) that were subsequently passed on to the framework for the
annotation process.

7.3 Dataset Analysis and Annotation
The following sections show the data analysis of the annotation procedure as pre-defined
guidelines from the suggested framework. We calculated the features of reviews in each module,
then we implemented averaged classification rules to perform dataset annotation (deceptive or
truthful).

7.3.1 First Module Implementation

As the first module covers the linguistic characteristics of the review text, we implement it
using NLP in Python. By the end of this module implementation, we have new attributes
containing Review Length, Ratio of Repeated Words, Ratio of Punctuation Marks, Percent of
Review Sentiments, Generalization Score, Informality, Passive Voice, Abstraction Level, And
Pronoun Use Ratio (self or group reference).

– Punctuation Marks Ratio (PMR)

We start with counting the punctuation marks before the text preprocessing steps. Because in
upcoming stages we will remove punctuation as an essential part of the NLP preprocessing.
We calculated the ratio of punctuation regarding characters in the review. We used a constant
string.punctuation from Python’s string module which includes the following punctuation
"#$%&’()*+,-./:;<=>?@[\]∧_‘{|}∼.

The result shows that the PMR range is 0%-37%. For PMR, we set a red flag for any misuse,
including extremely high use. So, we set our red flag at the average which shows a poor structure
of the text, a high tone, and superlative language.

– First-Person Singular Pronouns Ratio (FSPR)

At this step, we scoped our work to study First-person singular pronouns. We excluded
first-person singular pronouns from stopping word removal and lemmatization during text
preprocessing. We calculated the FSPR by dividing the number of first-person singular pronouns
by the total word count in each review. We set the threshold to the average. If the ratio is lower
than the average, we suppose the writer avoids it, and manipulation may occur.

– Review Length (word count)

At this step, we preprocessed the text to ensure consistent and accurate NLP results. We
performed essential preprocessing steps such as lowercasing, tokenization, and punctuation
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removal. Then, to count words in text reviews, we used SpaCy, a Python NLP library. We set
the thresholds based on the average review length. If the review is shorter than the average,
the deception indicator will increase.

– Repeated Words Ratio (RWR)

More repetition in the review text is a red flag of its authenticity as it indicates low memorized
details and low valuable facts. We calculate the ratio of repeated words to the other words in each
review using the Counter class and the collections module. For tokenization, we additionally
used the ‘nltk’ library. The results show that the reviews contain 50% to 0% repeated words and
the average number of repeated words in the dataset is 4%. So, we set the thresholds as:

– Sentiments (S)

We used the Valence Aware Dictionary and Sentiment Reasoner (VADER), a rule-based
sentiment analysis tool. This tool uses a dictionary called Lexicon optimized for social media
text sentiment analysis. This lexicon includes a range of phrases and terms together with the
associated sentimental ratings[65]. VADER provides a polarity as a compound, a normalized
score between −1 (most negative) and +1 (most positive). The compound scores were divided
into five categories: Strong Positive (0.6−1.0), Positive (0.2−0.6), Neutral (−0.2−0.2), Negative
(−0.6 and −0.2), Strong Negative (−1.0−−0.6). Based on our suggestion in this study the highest
emotion reviews represent a high probability of deception, so we assign a 1 as the threshold for
reviews with strong positive or negative scores and 0 otherwise.

– Generalization

Detecting generic language or generalization speech in a text is a challenge as it requires
sophisticated natural language processing (NLP) techniques. In this work, we measured
the generalization using Lexical Diversity and Named Entity Recognition (NER) [9]. Lexical
diversity measures the range of different words used in a text. Higher lexical diversity indicates
more unique words, which are associated with detailed and specific content. Using Named Entity
Recognition (NER) to count the number of named entities (people, organizations, locations) can
provide insights into the specificity of the text. The text_generalization score function combines
lexical diversity and named entity counts to calculate a generalization score. Higher scores
indicate more general text. We find the results range from 160% to 11%. The average was 81%,
and we set the average as a threshold.

– Passive Voice Ratio (PVR)

Detecting the passive voice ratio in a text involves analyzing the grammatical structure of
sentences to identify when the subject is the recipient of the action. We calculated the ratio of
passive voice in the review to other active statements. We used spaCy library to detect passive
voice in each sentence and compute the proportion of passive voice in the text [46]. The result
shows that the average PVR in sentences is 3%. Hence, we set the threshold for this indicator
to this value: if the PVR is greater than 3%, the probability of deception increases.
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7.3.2 Second Module Implementation

This module contains the features related to the reviewer. In this work, we considered two
features, reviewer account authentication and total reviewer reviews.

– Total Reviews of Reviewer (TRR)

For the TRR we set the threshold to the average of the data. When the total reviewer reviews
less than the average, we assign 1 to the indicator I9.

– Account Type (AT)

We used the local guide account from Google Maps for the type of reviewer account. Google
assigns a local guide rank to the helpful, active reviewers who regularly contribute to the Google
Maps community with high-quality contributions by a valid Google account. Users who provide
valueless reviews, duplicate photos across locations, stolen photos, or repeat some reviews are
not allowed to be local guides3. In our dataset, we assign Boolean values of 0 for local Guide
reviewers and 1 for others, as other accounts increase the probability of deceptive reviews
compared to the local guide.

7.3.3 Third Module Implementation

In the third module, we measure the indicators of other metadata we consider the likes and the
count of media with the reviews.

– Likes (L)

The number of likes or the useful votes of reviews can be considered a good helpful sign of
review credibility analysis. In our collected dataset we noticed the votes ranged from 0 to 194.
We transformed this feature to be a binary feature. For the indicator, we assigned 1 for reviews
with less than 1.

– Attached Media (AM)

In our dataset, the attached media ranged from 0-10. This feature also is transformed into a
binary feature (0 if true and 1 if false). Then, we set 1 as the minimum level of media linked
with reviews. If the linked media is less than 1, we assign 1 for the indicator I11.

7.4 Annotation Guidelines
Based on the pre-defined criteria of the Framework modules, we set up clear guidelines to ensure
annotations’ consistency and accuracy. Measures were implemented to assess and maintain the
quality of the annotations. We implemented the annotation rules using Excel to ensure and
test the accuracy of dataset annotations. Table 3 shows the details of each rule, including the
features and criteria used. By implementing these guidelines, we performed feature binarization
of the reviews to normalize the scales of different features and classify them. Binarization is
the process of converting continuous features to binary based on whether the value is greater or
smaller than the threshold (any value above the threshold is set to 1, and anything below is set
to 0 or vice versa) (Lebanon and El-Geish [30]).

3About Local Guides - Google Maps Help, accessed: August 01, 2024, [Online]. Available: URL: https:
//support.google.com/maps/answer/6225846?hl=en&ref_topic=14986415&sjid=225219747278477716-EU.
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Table 3. Guideline rules of review annotation

Feature Does the review fall in these
criteria?

Indicator Annotation rule Average

PM Ratio 1: Extreme use of punctuation I1 if (PMR>AVG),
I1=1,
else I1=0

0.0300

FPSP Ratio 2: Avoiding personal voice I2 If (FSPR<AVG),
I2=1,
else I3=0

0.0499

Review Length 3: Concise content I3 if (RL<AVG),
I3=1,
else I3=0

28.01

RW Ratio 4: Extreme positive or
negative emotion

I4 if (RWR>AVG)
I4=1,
else I4=0

0.0422

Sentiment 5: Extreme duplication of
words

I5 if ((S<1.0 AND S>0.6)
OR
(S<−1.0 AND S>−0.6))
I5=1,
else I5=0

0.4728

Generalization 6: Extreme generic pattern I6 If (G>AVG),
I6=1,
else I6=0

0.8076

Passive Voice 7: Extreme passive voice I7 If (PVR>AVG)?
I7=1,
else I7=0

0.0314

Total reviews 8: Unreliable reviewer
account

I8 If (TRR<AVG)?
I8=1,
else I8=0

78.33

Account type 9: Low numbers of reviewer
reviews

I9 If (RAT=0)?
I9=0,
else I9=1

0.4302

Likes (L) 10: Has likes vote? I10 If (LC<1)?
I0=1,
else I10=0

0.3800

Attached Media 11: Has media attached? I11 If (AM<1)?
I11=1,
else I11=0

0.326

7.5 The Deception Index (DI)
We calculated the Deception Index for each review using 11 predefined indicators. We assign
each rule a value of 0 or 1, where 1 indicates a higher probability of deception. To calculate
the credibility of reviews, we sum all the values of the indicators, find the average among
all reviews, and then assign a label to the reviews based on the resulting value. Reviews with
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Table 4. Example of review annotation on criteria analysis

Review Body Analysis Explanation Label

“a bad experience
I will never go to
that place again
the lousy service
disgusting tables
with flies for your
food and they still
charge you 15
percent of their
lousy service, the
manager very bad,
the place very bad
not recommended
to spend your
money”

Punctuation
Ratio: 0.008
FSPR: 0.045
Word Count: 46
Repeated Word
Ratio: 0.20
Sentiment: -96%
(negative sentiment
closer to −1)
Generalization
Score: 0.72
Passive Voice
Proportion: 0%
Total reviewer’s
reviews: 135
Account type: not local
guide
Likes: False
Media: 0

The review content is short
but contains enough detail to
show the experience. Specific
details about the experience
may indicate a truthful review
because they refer to aspects
of the experience, making the
review seem more credible. It also
has a 0.20 repetitive ratio. The
ratios of punctuation and first
singular pronouns are normal.
The review contains extremely
negative language. All statements
are active and direct. Regarding
the reviewer account it contains
135 reviews, but it is not a local
guide account. The review does not
contain media and has no likes on
it.
In this way, the total indicators
= 0+1+0+1+1+0+0+0+1+1+1=
5 < 6 (the average of DI). Based
on this analysis, this review seems
likely to be not deceptive.

Truthful (0)

“Great food and
service. There is
street parking
if you get lucky.
But it is worth the
wait. Everything
we ordered was d-
e-l-ous.”

Punctuation Ratio: 0.05
FSPR: 0
Word Count: 23
Repeated Word Ratio: 0
Sentiment: 0.89
Generalization
Score: 1.03
Passive Voice
Proportion: 0
Total reviewer’s
reviews: 7
Account type: Local
guide
Likes: True
Media: 0

The review content is short and
does not contain enough details
about the experience. It also does
not contain repetitive words.
The ratio of punctuation is high.
The first singular pronouns
were missed in this review. The
review contains extremely positive
language. No passive voice, where
all statements are active and
direct. The reviewer account
contains 77 reviews, and it is a
local guide account. The review
does not contain media, and it has
other users like it.
In this way, the total indicators
= 1+1+1+0+1+1+0+1+0+0+1=
7 > 6 (the average DI). Based on
this analysis, this review seems
likely to be deceptive.

Deceptive (1)

Communications in Mathematics and Applications, Vol. 15, No. 5, pp. 375–404, 2024



396 A Multifaceted Novel Approach to Identify Deceptive Reviews Based on Psychology. . . : A. H. Asiri et al.

credibility scores greater than the average are labeled by 1 as “deceptive”, while those with
scores equal to or less than the average are labeled by 0 as “truthful” (equations (7.1) and (7.2)).

DI =
I11∑
n=1

In, (7.1)

if (DI > AVG)→ Reviewlabel = 1, else: Reviewlabel = 0 . (7.2)

Table 4 shows examples of reviews from the dataset and explains the reason for label choosing
based on the guideline.

8. Dataset Validation and Statistic
We conducted a validation procedure to ensure the correctness of the dataset based on the
defined guidelines. We assessed the distribution of dataset features to identify inconsistencies
or anomalies, verify that the annotations align with the expected patterns, and validate the
dataset. First, we check the completeness and consistency of each record. Then, we double-check
reviews to make sure that all the reviews are truly labeled and follow the defined rules. We
tested the conditional checks (if-else rules). We selected a random subset of the dataset. Then we
manually test each rule and label the review. Finally, we compared the results of the manually
labeled instances to those of the earlier labels and addressed any mistakes or null values. The
final dataset contained 21476 processed and annotated reviews. The truthful reviews represent
12583 records while the deceptive are 8893. The dataset contains 8 continuous value attributes
and 3 Boolean (account type, likes, Attached media). Figure 3 shows the dataset distribution in
classes 0 and 1.

with credibility scores greater than the average are labeled by 1 as " deceptive", while those with scores equal to or less than 

the average are labeled by 0 as "truthful" (Equation 1). 

DI = ∑ 𝐼𝑛
𝐼11
𝑛=1                   (1) 

𝑖𝑓 ( 𝐷𝐼 > AVG )   → 𝑅eview label  = 1 ,  else: 𝑅eview label = 0           (2) 

 Table 4 shows examples of reviews from the dataset and explains the reason for label choosing based on the guideline.   

Table 4 Example of review annotation on criteria analysis 

Review Body Analysis Explanation Label 

“a bad experience I will 

never go to that place 

again the lousy service 

disgusting tables with flies 

for your food and they still 

charge you 15 percent of 

their lousy service, the 

manager very bad, the 

place very bad not 

recommended to spend 

your money” 

Punctuation Ratio: 0.008 

FSPR: 0.045 

Word Count: 46 

Repeated Word Ratio: 0.20 

Sentiment: -96% (Negative 

sentiment closer to -1) 

Generalization Score: 0.72  

Passive Voice Proportion: 0% 

Total reviewer’s reviews: 135 

Account type: not local guide 

Likes: False 

Media:0 

The review content is short but contains enough detail to show the 

experience. Specific details about the experience may indicate a 

truthful review because they refer to aspects of the experience, 

making the review seem more credible. It also has a 0.20 repetitive 

ratio.  The ratios of punctuation and first singular pronouns are 

normal. The review contains extremely negative language. All 

statements are active and direct. Regarding the reviewer account it 

contains 135 reviews, but it is not a local guide account.  The 

review does not contain media and has no likes on it. 

In this way, the total indicators = 0+1+0+1+1+0+0+0+1+1+1=5< 

6 (the average of DI). Based on this analysis, this review seems 

likely to be not deceptive. 

Truthful (0) 

“Great food and service. 

There is street parking if 

you get lucky. But it is 

worth the wait. Everything 

we ordered was d-e-l-

ous.” 

Punctuation Ratio: 0.05 

FSPR: 0 

Word Count:23 

Repeated Word Ratio:0 

Sentiment:0.89 

Generalization Score:1.03 

Passive Voice Proportion:0 

Total reviewer’s reviews:7 

Account type: Local guide 

Likes: True 

Media:0 

 

The review content is short and does not contain enough details 

about the experience.  It also doesn’t contain repetitive words. The 

ratio of punctuation is high. The first singular pronouns were 

missed in this review. The review contains extremely positive 

language. No passive voice, where all statements are active and 

direct. The reviewer account contains 77 reviews, and it is a local 

guide account. The review does not contain media, and it has other 

users like it. 

In this way, the total indicators = 1+1+1+0+1+1+0+1+0+0+1 =7> 

6 (the average DI). Based on this analysis, this review seems likely 

to be deceptive. 

Deceptive (1) 

8. Dataset Validation and Statistic 

 We conducted a validation procedure to ensure the correctness of the dataset based on the defined guidelines. We assessed 

the distribution of dataset features to identify inconsistencies or anomalies, verify that the annotations align with the 

expected patterns, and validate the dataset. First, we check the 

completeness and consistency of each record. Then, we double-check 

reviews to make sure that all the reviews are truly labeled and follow 

the defined rules.  We tested the conditional checks (if-else rules). We 

selected a random subset of the dataset. Then we manually test each rule 

and label the review. Finally, we compared the results of the manually 

labeled instances to those of the earlier labels and addressed any 

mistakes or null values. The final dataset contained 21476 processed 

and annotated reviews. The truthful reviews represent 12583 records 

while the deceptive are 8893. The dataset contains 8 continuous value 

attributes and 3 Boolean (account type, likes, Attached media). Figure 

3 shows the dataset distribution in classes 0 and 1. 

The longest review in the dataset contains 772 words while the shortest 

one contains 3. Figure 4 shows the histogram of the dataset's continuous features with the distribution across the two classes.    

                            

 

Figure  3 Dataset Distribution  
Figure 3. Dataset distribution

The longest review in the dataset contains 772 words while the shortest one contains 3.
Figure 4 shows the histogram of the dataset’s continuous features with the distribution across
the two classes.

Figure 5 shows the top ten words in the dataset classified by classes.
Figure 6 illustrates the RRD dataset’s features correlation matrix. Most features exhibit

either a negligible or negative correlation (values that are close to or below 0), indicating that
the features do not exhibit multicollinearity.
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Figure 4. Histograms of the continuous features of the dataset

 

Figure 5 shows the top ten words in the dataset classified by classes. 

 Figure  4  Histograms of the continuous features of the dataset 

Figure  5  Top 10-word frequency in the dataset 

Figure 5. Top 10-word frequency in the dataset

Finally, to evaluate the datasets, we trained different traditional machine learning models
to establish baseline performance metrics and to make dataset benchmarking using traditional
machine learning models. This will help identify the most suitable model for future application
and further optimization. We evaluated it regarding accuracy, precision, recall, and f1 score.
However, since the dataset is imbalanced, we implemented the Synthetic Minority Over-
sampling Technique (SMOTE). Figure 5 shows the dataset distribution before and after SMOTE
implementation.
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Figure 6 illustrates the RRD dataset's features correlation matrix. Most features exhibit either a negligible or negative 

correlation (values that are close to or below 0), indicating that the features do not exhibit multicollinearity. 

 

Finally, to evaluate the datasets, we trained different traditional machine learning models to establish baseline performance 

metrics and to make dataset benchmarking using traditional machine learning models. This will help identify the most 

suitable model for future application and further optimization. We evaluated it regarding accuracy, precision, recall, and f1 

score. However, since the dataset is imbalanced, we implemented the Synthetic Minority Over-sampling Technique 

(SMOTE). Figure 5 shows the dataset distribution before and after SMOTE implementation. 
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Model. Random Forest reached an accuracy of 98%. It performed significantly better than other models, while KNN had 

Figure  7  Dataset Distribution Before and After SMOTE 

Figure  6  RRD's correlation matrix 

Figure 7. Dataset distribution before and after SMOTE

We used the K-Nearest Neighbors, Naive Bayes, Logistic Regression Model, Support
Vector Machine, and Random Forest Model. Random Forest reached an accuracy of 98%. It
performed significantly better than other models, while KNN had the lowest result. The baseline
performance of the standard models is summarized in Table 1. Figure 8 shows the comparison
of the accuracy of the machine learning classifier.
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of the accuracy of the machine learning classifier. 

 

Table 5 Standard Models Performance 

 

 

9. Limitations and Future Work 

While our dataset is extensive, this work is restricted by being confined to the English language, one platform (Google 

Maps), one country (USA), and one sector (restaurants). So, we cannot generalize the findings of this paper to all other 

types of reviews. Those writing reviews in Google Maps don't fully represent the user base.  Also, we suggested designing 

a fully automated feature calculation system using machine learning models to yield better and more accurate results. For 

the future, we recommend using the proposed framework using new datasets in different areas and considering other 

languages. Adding spatial and timing features will be valuable to enhance deception detection. We will further improve the 

proposed framework by investigating more indicators and evaluating the system using more extensive datasets. We did not 

consider other features of the reviewers' social networks. The inclusion of such characteristics in further studies is expected 

to raise detection accuracy. We recommend assigning weight to each deception indicator to describe its importance in 

detection. Finally, we did not consider the emerging problem of spammer groups; this should be investigated in future 

studies. 

10. Conclusion 

Deception in online reviews is one of the most complex issues in the business world. Detection of manipulated information 

in reviews is a critical and challenging issue with the absence of many deceptions' noticeable nonverbal cues. This study 

aimed to analyze and integrate deception theories and techniques to effectively identify deception cues in online reviews.  

We suggested a multifaceted novel approach to detect deception in online reviews. Then, we implemented the framework 

to annotate a new dataset of reviews collected from Google Maps reviews. Unlike other datasets, our dataset represents 

unintentional deception that was analyzed and classified based on deception theories. The dataset is analyzed and annotated 

based on review and reviewer features with psychological theories.  The dataset is anticipated to be a valuable tool for 

researchers working on deception detection algorithms. It may be applied to giving companies valuable tools to protect their 

platforms against fraudulent reviews. Our proposed framework can be implemented and improved to serve more domains. 

Also, we implemented the rule-based guidelines of the framework to annotate a new dataset that will support the research 

community. Finally, we trained traditional ML models on the dataset and compared the results.  
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Table 5. Standard models performance

Model Accuracy Precision Recall F1-Score

KNN 0.71089 0.721952 0.71089 0.71273

Naive Bayes 0.72183 0.753071 0.72183 0.72251

Logistic Regression 0.84497 0.848479 0.84497 0.84567

SVM 0.84939 0.852908 0.84939 0.85007

Random Forest 0.98245 0.980473 0.98045 0.98043

9. Limitations and Future Work
While our dataset is extensive, this work is restricted by being confined to the English language,
one platform (Google Maps), one country (USA), and one sector (restaurants). So, we cannot
generalize the findings of this paper to all other types of reviews. Those writing reviews in Google
Maps do not fully represent the user base. Also, we suggested designing a fully automated
feature calculation system using machine learning models to yield better and more accurate
results. For the future, we recommend using the proposed framework using new datasets in
different areas and considering other languages. Adding spatial and timing features will be
valuable to enhance deception detection. We will further improve the proposed framework by
investigating more indicators and evaluating the system using more extensive datasets. We did
not consider other features of the reviewers’ social networks. The inclusion of such characteristics
in further studies is expected to raise detection accuracy. We recommend assigning weight to
each deception indicator to describe its importance in detection. Finally, we did not consider the
emerging problem of spammer groups; this should be investigated in future studies.

10. Conclusion
Deception in online reviews is one of the most complex issues in the business world. Detection of
manipulated information in reviews is a critical and challenging issue with the absence of many
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deceptions’ noticeable nonverbal cues. This study aimed to analyze and integrate deception
theories and techniques to effectively identify deception cues in online reviews.

We suggested a multifaceted novel approach to detect deception in online reviews. Then,
we implemented the framework to annotate a new dataset of reviews collected from Google
Maps reviews. Unlike other datasets, our dataset represents unintentional deception that was
analyzed and classified based on deception theories. The dataset is analyzed and annotated
based on review and reviewer features with psychological theories. The dataset is anticipated
to be a valuable tool for researchers working on deception detection algorithms. It may be
applied to giving companies valuable tools to protect their platforms against fraudulent reviews.
Our proposed framework can be implemented and improved to serve more domains. Also, we
implemented the rule-based guidelines of the framework to annotate a new dataset that will
support the research community. Finally, we trained traditional ML models on the dataset and
compared the results.
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