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Abstract. A Markovian queue with feedback and second optional working vacation is analysed in
this study. Rather of fully suspending service during a vacation, the server operates with varying
service times. After the completion of the regular working vacation, the server may opt for second
optional working vacation. After getting the service the customer who is unsatisfied with incomplete,
partial or unsatisfactory service may opt the feedback with probability r̄ or leave the system with
the probability r. We use the matrix-geometric approach to find the essential and acceptable conditions
for the system to be secure. After deriving the stationary probability distribution, various performance
indicators are calculated. Some numerical examples are illustrated to show the model’s stability.
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1. Introduction
Wallace [11] used a Markov chain with a tridiagonal generator to study the Quasi Birth-
Death progress (QBD) in queueing theory. In cases where an explicit solution to queuing
problems cannot be achieved, congestion situations can be analyzed numerically; for this
piece, the matrix geometric approach is perfect. Latouche and Ramaswamy [2] suggested the
matrix geometric approach to the QBD procedure. An M/G/1 queue with an optional second
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vacation have been carried out by Choudhury [1]. Feedback Queueing System in an M/G/1
queue with various parameters were discussed by Manoharan and Sasi [4]. Manoharan et al. [5]
discussed a Markovian retrial queue with working vacation under N-control pattern. Santhi
and Murugan [7] analysed M/G/1 single and bulk input feedback queues with working vacation.
One might refer to Tian and Zhang [10] for more information on this notable queueing system
with attendant vacation. Working Vacation (WV ) is a contemporary vacation policy that Servi
and Finn [8] developed. The attendant’s level of service is lower during WV than it is during
the engaged period. Tian et al. [9] considered M/M/1/SWV queue. Two vacation strategies were
considered in the analysis of the M/M/1 queue by Ye and Liu [12].

The general structure of this article is as follows: in Section 2, we define the infinitesimal
generator and present the model. In Section 3, the rate matrix (R) and stability condition are
calculated. In Section 4, we derive the stagnant probability distribution using a matrix-analytic
method. We compute execution mensuration in Section 5, and Section 6 grants numerical
computations to show how firm the model is. In Section 7, the conclusion is given.

2. QBD Process Model
This article examines an M/M/1 queue with feedback and a second optional working vacation.
The inter-arrival times of customers are exponentially distributed with rate λ. The service
discipline is FCFS (First Come First Serve). At the times of the regular busy period and working
vacation period, the service times are exponentially distributed with rate µb and µv, respectively.
In this article, we are considering the feedback from the first customer and the service rate
is taken as rµv and rµb, respectively. At service completion time, the server takes a vacation,
with the duration being exponentially distributed. This occurs each time the system runs out of
resources. The working vacation completion rate of first regular working vacation is assumed to
be θ1 and the second optional working vacation is assumed to be θ2. After the completion of first
regular working vacation, the server may choose the second optional working vacation with
probability pθ1 or he may choose the regular busy period with probability qθ1. When compared
to the regular service period, the level of service during the working vacation period is lower.
There is no correlation between the working vacation periods, service periods, and inter-arrival
times.

Let H(t) represent the server’s condition at time t and Q(t) represent the total number of
consumers in the system at that moment. The server could be in any of the following three
events:

H(t)=


1 — on occasion of ‘t’ if the attendant is in usual working vacation period,
2 — on occasion of ‘t’ if the attendant is in second optional working vacation period,
3 — on occasion of ‘t’ if the attendant is in a usual active period.
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Then {(Q(t),H(t)), t ≥ 0} is a Markov progress with Ω= {(0, j)∪(n, j) : n ≥ 0, j = 1,2,3}. The events
of the atomic generator can be explained as follows:

Q̃ =



B00 A
C00 B A

C B A
C B A

. . . . . . . . .
C B A

C B A
C B A

. . . . . . . . .


where

A =
λ 0 0

0 λ 0
0 0 λ

 , B =
−(λ+ rµv + qθ1 + pθ1) pθ1 qθ1

0 −(λ+ rµv +θ2) θ2
0 0 −(λ+ rµb)

 ,

C =
rµv 0 0

0 rµv 0
0 0 rµb

 ,

B00 =
−(λ+ qθ1 + pθ1) pθ1 qθ1

0 −(λ+θ2) θ2
0 0 −λ

 , C00 =
rµv 0 0

0 rµv 0
rµb 0 0

 .

Due to matrix Q̃ the solid shape, the progress {(Q(t),H(t)); t ≥ 0} is referred to as a QBD progress.

3. The Model’s Stability Condition and R
Theorem 3.1. The QBD progress {(Q(t),H(t)); t ≥ 0} is a positive recurrent if and only if
ρ

(= λ
µb

)<1.

Proof. Consider

D = A+B+C =
−(qθ1 + pθ1) pθ1 qθ1

0 −θ2 θ2
0 0 0

 .

Because matrix A is observable, Theorem 7.3.1 in [2] provides a prerequisite for the QBD
process’s positive recurrence. Following row and column permutations, it indicates that
the QBD is positive recurring

⇐⇒ π

[
rµv 0
0 rµb

]
e >π

[
λ 0
0 λ

]
e .

In this case, all element in e = 1 and π represents the system’s exotic result, π
[−θ2 θ2

0 0

]
= 0,

πe = 1. If and only if, following certain algebraic manipulations, ρ < 1, the QBD process is
positive recurring.
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Theorem 3.2. The minimal non-negative solution to the matrix quadratic equation R2C+RB+
A = 0 if ρ < 1 is

R =
r11 r12 r13

0 r22 r23
0 0 r33

 ,

where

r11 = (λ+ rµv + qθ1 + pθ1)−
√

(λ+ rµv + qθ1 + pθ1)2 −4(rµv)λ
2(rµv)

,

r12 = r1 pθ1

(λ+ rµv +θ2)− (rµv)(r1 + r2)
,

r13 = r3r4(rµb)+ r1qθ1 +θ2r3

(λ+ rµb)− (rµb)(r1 +ρ)
,

r22 = (λ+ rµv +θ2)−
√

(λ+ rµv +θ2)2 −4rµvλ

2rµv
,

r23 = r2θ2

(λ+ rµb)− [(rµb)r2 +ρ]
,

r33 = (λ+ rµb)−
√

(λ+ rµb)2 −4(rµb)λ
2(rµb)

.

Proof. Let R =
R11 R12 R13

0 R22 R23
0 0 R33

.

From the matrix C, matrix B and matrix A, we substitute R into R2C+RB+ A = 0, we get

r2
11rµv − r11(λ+ rµv + qθ1 + pθ1)+λ= 0,

(r11r12 + r12r22)rµv + [r11 pθ1 − r12(λ+ rµv +θ2)]= 0,

(r11r13 + r12r23 + r13r33)rµb + [r11qθ1 +θ2r12 − r13(λ+ rµb)]= 0,

r2
22(rµv)− r22(λ+ rµv +θ2)+λ= 0,

(r22r23 + r23r33)(rµb)+ r22θ2 − r23(λ+ rµb)= 0,

r2
33(rµb)− r33(λ+ rµb)+λ= 0.

After performing several computations on the aforementioned system of equations, we attain
R11, R12, R13, R22, R23 and R33.

4. Stagnant Probability Distribution
Probability distribution that is stagnant for the progress {(Q(t),H(t)); t ≥ 0} should be assigned
to (Q,H) if ρ < 1. Act as a representative,

πn = (πn1,πn2,πn3), n ≥ 0,

πn j = P{Q = n,H = j}

= lim
t→∞P{Q(t)= n,H(t)= j}, (n, j) ∈Ω.
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Theorem 4.1. If ρ < 1, the stagnant probability distribution of (Q,H) is indicated by

πn1 = rn
1π01, n ≥ 1, (4.1)

πn2 = r3

n−1∑
j=0

rn−1− j
1 r j

2π01 + rn
2

pθ1 + r3rµv

λ+θ2 − r2rµv
π01, n ≥ 1, (4.2)

πn3 = r5

k∑
j=1

rk− j
1 ρ j−1 + r3r4

k∑
n=2

ρn−2
k−n+1∑

j=1
rk−n+1− j

1 r j−1
2 π01

+ r4

n−1∑
j=0

rn−1− j
2 ρ j pθ1 + r3rµv

λ+θ2 − r2rµv
π01

+ρn (λ+θ2 − r2rµv)qθ1 +θ2 pθ1 +θ2r3rµv

λ(λ+θ2 − r2rµv)
π01, n ≥ 1 (4.3)

and

π02 =π01

[
pθ1 + r3rµv

(λ+θ2 − r2rµv)

]
,

π03 =π01

[
(λ+θ2 − r2rµv)qθ1 +θ2 pθ1 +θ2r3rµv

λ(λ+θ2 − r2rµv)

]
.

At last, one can utilize the normalization condition to find π01.

Proof. Applying the method described in [11], we have

πn = (π01,π02,π03),

=πnRn

= (π01,π02,π03)Rn, n ≥ 1.

For n ≥ 1,

Rn =


rn

1 r3
n−1∑
j=0

rn−1− j
1 r j

2 r5
k∑

j=1
rk− j

1 ρ j−1 + r3r4
k∑

n=2
ρn−2

k−n+1∑
j=1

rk−n+1− j
1 r j−1

2

0 rn
2 r4

n−1∑
j=0

rn−1− j
2 ρ j

0 0 ρn


Substituting Rn into the above equation, we get equations (4.1) to (4.3).
However, πn satisfies the equation πn(B00 +RC00)= 0, where

B00 +RC00 =
−(λ+ pθ1 + qθ1)+ r1rµv + r5rµb pθ1)+ r3rµv qθ1

r4rµb −(λ+θ2)+ r2rµv θ2
ρrµb 0 −λ

.

The following equations are computed from B00 +RC00,

[−(λ+ pθ1 + qθ1)+ r1rµv + r5rµb]π01 + r4rµbπ02 +ρrµbπ03 = 0, (4.4)

(pθ1 + r3rµv)π01 + [−(λ+θ2)+ r2rµv]π02 = 0, (4.5)

qθ1π01 +θ2π02 −λπ03 = 0 . (4.6)
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Using normalizing condition, we get

π01 =
[

r1

1− r1
+ r2

1− r2

pθ1 + r3rµv

λ+θ2 − r2rµv
+ r2r3

(1− r1)(1− r2)
+ r5

(1− r1)(1−ρ)

+ r3r4

(1− r1)(1− r2)(1−ρ)
+ r4ρ

(1− r2)(1−ρ)
pθ1 + r3rµv

λ+θ2 − r2rµv

+ ρ

1−ρ

(λ+θ2 − r2rµv)qθ1 +θ2 pθ1 +θ2r3rµv

λ(λ+θ2 − r2rµv)

]−1

.

Clearly, the event probability of the attendant is given by

P1 = P{J = 1}=
∞∑

n=1
πn1 = r1

(1− r1)
π01,

P2 = P{J = 2}=
∞∑

n=0
πn2 = r2

(1− r2)
pθ1 + r3rµv

λ+θ2 − r2rµv
π01 + r2r3

(1− r1)(1− r2)
π01,

P3 = P{J = 3}=
∞∑

n=0
πn3 = r5

(1− r1)(1−ρ)
π01 + r3r4

(1− r1)(1− r2)(1−ρ)
π01

+ r4ρ

(1− r2)(1−ρ)
pθ1 + r3rµv

λ+θ2 − r2rµv
π01

+ ρ

1−ρ

(λ+θ2 − r2rµv)qθ1 +θ2 pθ1 +θ2r3rµv

λ(λ+θ2 − r2rµv)
π01 .

5. The Model’s Execution Mensuration
We can calculate the probability when the server is doing no job, denoted by P f is given by

P f = P{J = 1}+P{J = 2}= P1 +P2 = 1−Pb .

We can calculate the probability when the server is doing a job, denoted by Pb is given by

Pb = P{J = 3}= P3 .

Let L be the number of client in the scheme. Then we can get

E[L]=
∞∑

n=1
n(πn1 +πn2 +πn3)= r1(1− r1)2(1−ρ)2 + r2r3(1−ρ)2 + r5(1− r2)2 + r3r4

(1− r1)2(1− r2)2(1−ρ)2

+ (r2(1−ρ)2 + r4ρ)
(1− r2)2(1−ρ)2

pθ1 + r3rµv

λ+θ2 − r2rµv

+ ρ

(1−ρ)2
(λ+θ2 − r2rµv)qθ1 +θ2 pθ1 +θ2r3rµv

λ(λ+θ2 − r2rµv)
.

6. Numerical Results
By fixing the values of rµv = 4.0, rµb = 3.0, p = 0.3, q = 0.7, and based on permanence
requirement, the estimates of E[L] are computed and recorded in Table 1, and the related
visual representations are displayed in Figure 1. This involves increasing the estimates of λ for
1.0,1.2,1.4,1.6,1.8,2.0 and increasing the estimates of θ1 as 1.0,2.0 and 3.0. The graph suggests
that E[L] declines as predicted when λ increases.
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Figure 1. E[L] vs λ

Table 1. E[L] vs λ

λ θ1 = 1.0 θ1 = 2.0 θ1 = 3.0

1.0 1.409210 2.160426 2.873665

1.2 1.846644 2.788139 3.664451

1.4 2.459527 3.670549 4.773940

1.6 3.367127 4.972250 6.403528

1.8 4.807285 7.013881 8.941960

2.0 7.302814 10.484334 13.216944

By fixing the values of rµv = 4.0, rµb = 3.0, p = 0.3, q = 0.7, and based on permanence
requirement, the estimates of E[L] are computed and recorded in Table 2, and the related
visual representations are displayed in Figure 2. This involves increasing the estimates of λ
for 1.0,1.2,1.4,1.6,1.8,2.0 and increasing the estimates of θ2 as 2.5, 3.2 and 3.9. The graph
suggests that E[L] declines as predicted when λ increases.
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Figure 2. E[L] vs λ
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Table 2. E[L] vs λ

λ θ2 = 2.5 θ2 = 3.2 θ2 = 3.9

1.0 1.409210 2.136203 2.866434

1.2 1.846644 2.755327 3.661939

1.4 2.459527 3.629441 4.784763

1.6 3.367127 4.925736 6.444592

1.8 4.807285 6.970617 9.046922

2.0 7.302814 10.466565 13.456233

7. Conclusion
A Markovian queue with feedback and a second optional working vacation is assessed in
this article. We computed the model’s rate matrix and stability condition. Using the matrix-
analytic method, we can derive the stagnant probability distribution. We derived some execution
mensuration. We illustrated some numerical examples, and we verified the stability condition.
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